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Abstract—Graphical overlays that layer visual elements onto charts,
are effective to convey insights and context in financial narrative visu-
alizations. However, automating graphical overlays is challenging due
to complex narrative structures and limited understanding of effective
overlays. To address the challenge, we first summarize the commonly
used graphical overlays and narrative structures, and the proper corre-
spondence between them in financial narrative visualizations, elected by
a survey of 1752 layered charts with corresponding narratives. We then
design FinFlier , a two-stage innovative system leveraging a knowledge-
grounding large language model to automate graphical overlays for
financial visualizations. The text-data binding module enhances the
connection between financial vocabulary and tabular data through ad-
vanced prompt engineering, and the graphics overlaying module gener-
ates effective overlays with narrative sequencing. We demonstrate the
feasibility and expressiveness of FinFlier through a gallery of graphical
overlays covering diverse financial narrative visualizations. Performance
evaluations and user studies further confirm system’s effectiveness and
the quality of generated layered charts.

Index Terms—Graphical overlay, financial narrative, LLM.

1 INTRODUCTION

F INANCIAL narratives are frequently conveyed through textual
descriptions and data tables that can be rendered as charts.

Reading financial narratives entails a balance between swimming
in extensive textual content and extracting valuable insights from
the charts [1]. Proficient reading in this context proves particularly
advantageous for stakeholders in pursuit of in-depth insights,
including stock traders and marketing managers [2]. However,
this task is challenging, as readers must decode intricate narrative
structures within financial descriptions and associate them with
complex data patterns [1]. Consider a scenario where a reader is
engrossed in an article that discusses recession periods character-
ized by a significant decrease in gross domestic product (GDP)
followed by a subsequent increase. This information is presented
in both textual descriptions and a data table, as shown in Figure 1
(left). Conventionally, the data table is converted into a chart, and
the textual descriptions are placed side-by-side (Figure 1 (a)). This
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side-by-side placement requires the reader to mentally connect
the narrative with the changing patterns in the chart, resulting in
cognitive load as they attempt to decipher the relationship between
the narratives and the visual representation [3].

Visualization-text interplay, which bridges textual descriptions
with data tables or charts, has emerged as a pivotal concept in
the realm of narratives [4–8]. As depicted in Figure 1 (b), phrases
“sharp decrease” and “rise” are highlighted, with corresponding
bars highlighted in blue. Nonetheless, this method is restricted
by its reliance on a limited set of visual cues for effective
association. Textual descriptions primarily serve for highlighting,
while financial narratives and data patterns are often intricate and
multifaceted [2], extending beyond basic highlights. Alternatively,
graphical overlays that layer visual elements onto charts, can
effectively convey insights [9] and add context information [10]
for finance narratives. For example, in Figure 1 (c), the decrease
and rise are intuitively represented with downward and upward
arrows, complemented by accompanying texts placed alongside.

There is a growing interest in embracing graphical overlays
for financial visualizations. Nevertheless, automating the creation
of graphical overlays presents challenges due to the vast design
possibilities for chart layering patterns and the intricate narrative
structures in financial text descriptions. While design space and
practices of graphical overlays have been explored (e.g., [10–
12]), effective layering patterns for conveying financial narratives
are not thoroughly examined. The complexity increases when
considering different chart types and matching diverse financial
narrative structures. Moreover, the textual descriptions prevalent
in financial narratives, often exhibit complex structures and spe-
cialized vocabularies [13]. Comprehending such text requires fa-
miliarity with domain-specific terminology and data context [14].
For instance, establishing the association between the phrase
“sharp decrease” and underlying data patterns necessitates the
understanding of what types of data declines are deemed as
‘sharp’ within the context of finance. Traditional natural language
processing (NLP) approaches rely heavily on substantial amounts
of labeled training data [15], which is resource-scarce within the
financial domain. Furthermore, there is a demand for authoring
tools that complement automated approaches with support for
customized refinement of layering designs [16].

In this paper, we propose FinFlier, a two-stage innovative
system leveraging a knowledge-grounding large language model
(LLM) to automate graphical overlays for financial visualizations.
The design of FinFlier is informed by a comprehensive design
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Fig. 1. The narrative introduces the change in GDP growth during the 2008 Great Recession. (a) displays the side-by-side interplay without visual
linking, (b) shows the side-by-side interplay with visual linking, and (c) utilizes graphical overlays.

space of proper correspondence between financial narratives and
graphical overlays, which is grounded in insights gained from
practical utilization of graphical overlays and financial narrative
visualizations (Sect. 3). On the basis, we build two essential
modules in FinFlier. First, the text-data binding module (Sect. 4.1)
leverages a knowledge-grounding LLM, utilizing a set of prompt
engineering techniques to optimize the identification of complex
structures in financial narratives. Second, the graphics overlay-
ing module (Sect. 4.2) automatically associates derived narrative
structure with appropriate graphical overlays. We also develop
an interactive visual interface to complement the automated ap-
proach, allowing users to generate and configure layered charts
with personalized design preferences (Sect. 4.3). We elaborate on
the feasibility and expressiveness of FinFlier via examples that
encompass a wide range of visual and textual narratives (Sect. 5.1).
Experimental results underscore the capability of FinFlier to
facilitate a rapid understanding of key information contained in
the text (Sect. 5.2), and foster a more intuitive and informed
interaction with both textual and visual content (Sect. 5.3). The
contributions of this work are summarized as follows.

• Correspondence between graphical overlays and finan-
cial narrative visualizations. Through the survey of 1752
layered charts from various financial and academic sources,
we identify commonly used graphical overlays. We also
examine common narrative structures within financial textual
content, and construct a correspondence between graphical
overlays and financial narratives. The corpus of 1752 layered
charts, labeled with their sources, categories, and statistical
information, is available at https://osf.io/xb2rd/.

• System construction. We design a novel system FinFlier
to automate graphical overlays for financial narrative visu-
alizations. FinFlier comprises two modules: the text-data
binding module improves the connection between financial
vocabulary and tabular data using a financial knowledge-
grounding LLM, and the graphics overlaying module gen-
erates layered charts considering the proper correspondence
between graphical overlays and financial narratives.

• Evaluation. We conduct case studies, quantitative experi-
ments, as well as qualitative experiments to validate the
feasibility and effectiveness of FinFlier. These assessments
demonstrate the system’s capability to achieve accurate text-
data binding and generate high-quality layered charts.

2 RELATED WORK

2.1 Financial Narrative Visualization

Narrative visualization combines data visualization with story-
telling to communicate complex information in an engaging and
interactive manner [3, 17]. The approach encompasses a range
of genres, such as annotated charts [9], flow charts [18], and
animations [19]. Given the importance of conveying information
within the finance, many authoring tools have been developed
to create effective financial narrative visualizations. For example,
Contextifier [10] automatically generates customized, annotated
stock behavior visualizations based on news articles, making it
easier for readers to understand the impact of market news on
stock prices. Similarly, DeepClue [20] identifies key factors in
stock price prediction models and supports users in analyzing
stock market by providing interactive, layered visualizations.

Nevertheless, designing effective financial narrative visualiza-
tions remains challenging, as it involves conveying data stories
about financial events, trends, or phenomena. Specifically, data in
financial domain can be categorized into stocks, funds, economic
indicators, trading, risk, and company information [21]. These data
typically exhibit multifaceted characteristics such as time-series,
cross-sectional, and tabular aspects [22], promoting various anal-
ysis types including horizontal, vertical, and combined analyses.
Moreover, in financial narratives like annual reports, specialized
terminologies are commonly employed to articulate these patterns.
For instance, the term ‘bullish trend’ may be used to denote an
increasing trend in the stock market [23]. When reading such
textual descriptions, people must comprehend the terminology and
connect it to the underlying data. This is non-trivial, as readers
need to understand complex narrative structures and there can
be vague references to the context and data. To address these
challenges, this work seeks to develop an automated approach for
seamless integration of financial narratives with layered charts.
Our contribution entails a comprehension of the design space for
financial narrative visualizations and introducing a knowledge-
grounding LLM-based approach to accomplish the goal.

2.2 Visualization-text Interplay
Recent studies have highlighted the cognitive challenges asso-
ciated with the separation of text and charts, which can cause
a split-attention effect and increase the cognitive burden on
users [24, 25]. In contrast, integrating visualization with text can
enhance comprehension by allowing readers to process visual and
textual information simultaneously [26]. This integration, known
as visualization-text interplay, has been studied and shown to fa-
cilitate human cognition [27–30]. Theoretical research has exten-
sively investigated the necessity of applying visual marks [31], the
balance between visualization and text [32], and the design space
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of visualization-text interplay [33]. The studies have promoted the
design and development of various authoring tools. Lai et al. [4]
developed a system that automatically annotates raster images
of bar, pie, and scatter plots based on textual descriptions using
deep neural networks. Similarly, authoring tools such as Kori [24],
CrossData [6], and Charagraph [7] establish links between text and
visualizations to aid in creating data documents and generating
charts for data-rich paragraphs. However, these tools typically
place text and visualization side by side, often without any visual
cues or with colors connecting them. This requires effort to
associate corresponding components in the text and visualization.

Graphical overlay techniques, which layer visual elements
onto charts, offer another method of visualization-text inter-
play [9]. Applying appropriate graphical overlays can provide
clear visual guidance to communicate key concepts without con-
fusion [34]. For instance, Kong et al. [34] recommended adding
complementary elements such as text, arrows, rectangles, and
brackets to emphasize the specific areas of charts. Recently,
LTV [16] enables reformatting the styles of graphical overlays,
to support flexible customization of text-visualization links. How-
ever, automatically applying graphical overlays to financial visu-
alizations is challenging due to the intricate narrative structures
and specific design needs of the finance domain. To address this
gap, we first conduct a preliminary survey to distill the design
space of graphical overlays tailored for financial visualizations.
Our findings cover diverse layering patterns and strategies for
conveying complex financial narratives effectively. We further
enhance the automatic linking between financial narratives and
visualizations, by leveraging the power of a knowledge-grounding
LLM to overcome the limitations of traditional NLP techniques.

2.3 LLM for Text-data Binding
Heuristic approaches for text-data binding generally follow a two-
stage process: first, extracting meaningful texts using techniques
such as word scoring [29], grammar trees [6], and text reference
extractor [35]; and second, matching text with data using rule-
[36] or keyword-based [29] matching, as well as feature-word-
topic model [37]. However, these rule-based methods are limited
to specialized vocabularies and narrative structures [13]. Deep
learning has also shown success in parsing textual descriptions
for further connecting data items in charts [4, 16]. Nonetheless,
the learning-based methods depend on carefully human-labeled
corpora, which require intensive annotators with domain-specific
knowledge. The emergence of LLMs like GPT, has revolutionized
NLP by enabling impressive capabilities with proper prompt
engineering, such as few-shot in-context learning [38], chain-
of-thought (CoT) reasoning [39], and instruction following [40].
With these capabilities, LLMs have significantly improved NLP
applications across various specialized domains including fi-
nance [41, 42]. Advances in LLMs also bring new opportunities
for text-data binding, addressing challenges in text extraction and
text-data matching [43]. Recently, Data Player [19] utilizes LLMs
with few-shot learning to form semantic connections between text
and visuals, generating high-quality data videos.

However, LLMs with few-shot learning struggle with text-
data binding due to the complex structure of data tables and
intricate narratives [44]. To overcome the challenges, we employ
a financial knowledge-grounding LLM that integrates domain-
specific knowledge into LLMs, including optimization techniques
of output constraint, CoT, and dynamic prompt. Experiment re-
sults demonstrate the effectiveness of our proposed approach in

identifying complex financial narrative structures, and enhancing
the connection between financial vocabularies and data tables.

3 PRELIMINARY STUDY AND DESIGN SPACE

Studies have summarized the design space for graphical overlays
in general [11, 12]. However, graphical overlays in financial
narrative visualization remain under-explored. To this end, we out
to survey the design space of graphical overlays (Sect. 3.1) and
narrative structure (Sect. 3.2) within financial narratives. Through
statistics results and discussions with domain experts, we distill
a proper correspondence between graphical overlays and financial
narratives (Sect. 3.3).

3.1 Graphical Overlays in Financial Visualization
Graphical overlays are popular in both financial domain and
academic publications for improving the overall interpretability
and clarity [24, 25]. Here, we focus on four common chart types,
i.e., single-line chart, multi-line chart, single-bar chart, and multi-
bar chart. For clarity, we define visual elements as the constituent
parts of a chart, such as line segments in a line chart or bars in
a bar chart. We refer to layered charts as the outcome of layering
graphical overlays onto base charts, whereas the base charts are
denoted as plain charts without any graphical overlays.

To summarize the design space of graphical overlays in the
financial domain, we had several rounds of discussions with a
collaborating finance expert with over 10 years of experience. We
decided to use three sources of layered charts: financial news-
papers, public marketing reports, and company analysis reports.
For financial newspapers, we collected the layered charts from
the Graphic Detail section in The Economist1 in the recent five
years (2018 - 2023), yielding a total of 613 charts. These layered
charts are readily accessible and provide a rich, varied dataset.
Alternative financial newspapers like Bloomberg, WSJ, and Yahoo
Finance lack dedicated sections for layered charts, complicating
the filtering and extraction process. For public marketing reports,
we collected 381 layered charts from reports in the Markets
section of Financial Times2 (2018 - 2023). For company analysis
reports, we extracted 309 layered charts from 100 MorningStar3

analysis reports on different companies. These sources encompass
a wide range of financial information and presentation styles,
aligning with our target scenario. In addition, these sources cater
to a broad audience, encompassing not only financial practitioners
but also general users.

To summarize graphical overlay techniques in academic pub-
lications, we collected layered charts from professional academic
journals and conferences: IEEE TVCG, CGF, PacificVis, and
ACM CHI, all from year 2007 to the present. Given the large
number of papers published each year and the breadth of ACM
CHI, we selected full papers by searching keywords such as
“finance”, “narrative”, “chart”, etc. including variations like
“financial”, to identify papers that might include layered charts.
After collecting the papers, we extracted charts that met the
definition of layered charts, while omitting visual analytics in-
terfaces with multiple views. This process yielded a total of 449
layered charts: 22 from 11 PacificVis papers, 77 from 49 ACM
CHI papers, 63 from 43 CGF papers, and 287 from 242 TVCG

1. https://www.economist.com/graphic-detail
2. https://www.ft.com/markets
3. https://www.morningstar.com/stocks
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Fig. 2. Examples of graphical overlay techniques organized by category. The four rows from top to bottom correspond to the four chart types:
single-line chart, multi-line chart, single-bar chart, multi-bar chart, and the nine columns correspond to the nine categories.

papers. The inclusion of academic sources allows us to capture
the theoretical and methodological advancements in the field,
providing a valuable supplement to the more application-focused
examples from financial news and reports.

The dual-source approach, encompassing both practical and
research perspectives, allows us to construct a more comprehen-
sive understanding of graphical overlays in practice. In total, we
collected 1752 layered charts with corresponding narratives. Next,
we summarize graphical overlays in the following categories,
referring to previous studies [9, 11].

• Highlight: Recoloring some visual elements in the chart to
be more distinctive from others [33].

• Bounding-box: Adding colored rectangles in regions of some
visual elements.

• Background: Modifying the background of some visual el-
ements to create visual contrast and enhance the prominence
of certain data points.

• Marker: Inserting symbols or shapes onto some visual ele-
ments.

• Label: Attaching text labels to some visual elements to
provide additional contextual information with no more than
three words or numbers.

• Description: Incorporating textual descriptions alongside vi-
sual elements to provide detailed insights and aid in compre-
hension. A description typically includes mixed forms of text
and data of more than three words, or a complete sentence.

• Trend-line: Adding arrow lines to visually depict upward,
downward, or stable trends.

• Overall-indicator: Integrating summary indicators such as
mean, maximum and minimum onto the chart to offer an
immediate understanding of the overall data.

• Special-time-point: Emphasizing specific time points by
lines to highlight significant events or occurrences.

The corresponding visual representations for the four chart
types are shown in Figure 2. When collecting the data, we found
that these techniques often do not appear alone, but are more often
used in combination in real-world narrative visualizations. For
example, annotation systems for financial narrative visualizations,
like Contextifier [10] and DeepClue [20], leverage combinations
of Marker, Description, Background, to promote financial nar-
ratives. Therefore, this categorization splits all overlays in the
layered chart into the smallest units, which can better describe

� Total (Financial scenario, Academic scenario�
� Multiple graphical overlays may exist on a single chart

Single Line

Highlight 19 (14, 5) 86 (72, 14) 312 (271, 41) 141 (107, 34)

12 (6, 6) 15 (9, 6) 9 (3, 6) 35 (20, 15)

 89 (68, 21) 91 (77, 14) 38 (25, 13) 73 (60, 13)

50 (13, 37) 38 (23, 15) 202 (198, 4) 81 (68, 13)

151 (129, 22) 234 (211, 23) 64 (43, 21) 123 (102, 21)

153 (110, 43) 222 (187, 35) 183 (102, 81) 269 (140, 129)

 11 (4, 7) 7 (5, 2) 198 (193, 5) 10 (2, 8)

44 (27, 17) 62 (50, 12) 120 (87, 33) 66 (47, 19)

65 (52, 13) 125 (105, 20) 24 (17, 7) 17 (13, 4)
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>150

Fig. 3. The statistical results of graphical overlays in our collected corpus
of layered charts.

the combination of overlays. After collecting the corpus, we then
identified the commonly used overlaying techniques for each
chart type, by coding the overlaying technique and counting the
number in each of the nine categories. One of the authors and the
collaborating finance expert independently coded all layered charts
in the corpus first. They met over two sessions to post typical
layered chart examples and reached a mutual understanding with
sufficient operationalization. They then completed coding the
corpus of layered charts and checked how closely their coding
matched. At this point, they computed inter-rater reliability using
Cohen’s kappa (κ = 0.82) in order to assess the reliability of the
coding results. They then discussed all the mismatches until they
came to an agreement, revising the categories and definitions as
needed to reach 100% consensus.

The statistical results are presented in Figure 3, with the
numbers indicating total appearances, and appearances in financial
and academic sources, respectively. For example, for ‘Highlight’
& ‘single line chart’ cell, ‘19 (14, 5)’ indicates that there are a total
of 19 layered single-line charts with the highlight technique, with
14 coming from financial sources and 5 from academic papers.
Since multiple graphical overlays may exist simultaneously on
a single base chart, a layered chart can be counted in several
different overlaying categories. According to our statistics, 1139
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layered charts contain the combination of multiple graphical
overlay techniques, accounting for 65.04% of the total.

3.2 Financial Narrative Structure
To effectively layer graphical overlays on financial visualizations,
it is essential to decompose financial narratives into a structured
format. This is crucial for directing readers’ attention to specific
portions of the textual content [45]. To better understand the
structure, we summarized typical financial narrative examples that
can be categorized into three types of analysis: horizontal analysis,
vertical analysis and combined analysis [46].

• Horizontal analysis aims to analyze changes in different data
points of the subject over time, with textual content contain-
ing timestamps and trend words. For example, ‘VC fundings
have risen steadily over the past decade.’ Sometimes, there
are only trend words but not timestamps, requiring analysis
of the original data table, for example, ‘Dow Jones Index
(US30) rises strongly.’

• Vertical analysis analyzes the relationship between different
individual data points or between data points and their totals.
Vertical analysis usually involves numerical comparisons of
multiple data points at the same timestamp, which is also
referred to as static analysis [46]. For instance, ‘China sold
2.1 million units of passenger new energy vehicles in the past
quarter, with NEV penetrations reaching 31%’.

• Combined analysis considers interrelated data points simul-
taneously, which is useful for complex situations in financial
narratives, such as to compare multiple data items. Combined
analysis is challenging, as it involves both the accurate
identification of multiple data items within the text and their
binding with values in the data table. It also requires the
selection of appropriate combinations of graphical overlays to
convey complex relationships. For instance, in the following
narrative, ‘BYD and LG Energy Solution together hold about
a quarter of the global EV battery market share’, we first
need to identify the two entities: BYD and LG Energy
Solution in the data, and then consider the proportion of their
combination in the market share.

Through the examination of typical examples within these anal-
ysis categories, we identified that the narrative structure of a
financial narrative can usually be discerned by extracting three
types of vocabulary in the textual content: subject, trend,
and numerical. Subject vocabulary represents the focal
entities readers are expected to identify and use to associate
textual descriptions and the data. Trend vocabulary can be
further categorized into three types: describing the change pattern,
describing the special event, and describing the summary indicator.
Numerical vocabulary refers to quantitative data that provide
concrete numerical information to support narratives. The three
types of vocabulary serve as central points of interest in financial
narratives, with trend and numerical information often used
to elucidate and characterize when reading.

To verify the correctness of the classification, we presented
some narrative examples with annotated vocabularies to some
independent experts. For example, for the narrative ‘VC fund-
ings have risen steadily over the past decade’, the subject ‘VC
fundings’ and trend describing the change pattern ‘risen
steadily’ are annotated. The experts gave positive feedback,
affirming that the inclusion of these words aids in expediting the
comprehension of financial narratives. At the same time, experts

pointed out that among these three vocabulary types, trend is
the most difficult to be identified in reading, because identifying
trend requires some domain knowledge in horizontal analysis.
In contrast, subject and numerical are usually correspond-
ing to table columns, which can be feasibly addressed by LLMs.

Next, to identify common trend vocabularies and enable
LLMs to learn corresponding data patterns, we filtered financial
narratives from the collected corpus with corresponding data tables
available. This yielded about 300 narratives from financial news
and reports, whilst academic publications do not provide data
table. We further supplemented financial analyst reports from
PitchBook4, which contain rich data tables with corresponding
textual descriptions. In the end, we collected 493 financial narra-
tives with corresponding data tables. Based on the collection, we
summarized trend vocabularies from narratives, with the top 10
trend vocabularies and related data patterns shown in Figure 4.

3.3 Correspondence between Graphical Overlays and
Financial Narrative

To determine the most suitable correspondence between graphi-
cal overlays and financial narratives, we conducted a two-phase
approach of statistical analysis and expert interviews. We first
performed a statistical analysis to examine the relationship be-
tween vocabulary and graphical overlay techniques in the collected
corpus. The statistical results are shown on the left side of
Figure 5. Then, we conducted interviews with four independent
financial practitioners (3 males, 1 female, aged 22-34), each pos-
sessing over 4 years of experience in creating charts for financial
analysis. Considering both the statistical analysis and interviews,
we derived the correspondence as illustrated in Figure 5:

• The generated layered chart can incorporate a combination
of graphical overlays. Statistical results indicate that most
layered charts contain two or more graphical overlays. The
practitioners also agreed that different graphical overlays can
be employed for various financial vocabularies.

• The default graphical overlay for subject vocabulary is set
to highlight, the most used graphical overlay for subject
vocabulary as shown in Figure 5. bounding-box and back-
ground are also very common but not selected, because the
finance practitioners noted that compared with these two
techniques, highlight is better suitable to all chart types.

• The default graphical overlay for numerical vocabulary is
set to the combination of marker and label, which are both
commonly used for annotating numerical in the collected
layered charts. The practitioners also agreed with the choice,
as this combination does not conflict in visual presentation
and would help swiftly locate data points.

• The default graphical overlay techniques for trend vocabulary
are set to the combination of trend-line and description when
describing the change pattern, overall-indicator when de-
scribing the summary indicator, and special-time-point when
describing the special event, respectively. The combination
of trend-line and description has appeared in the collected
layered chart, and practitioners agreed that this combination
could help readers swiftly understand the change patterns.

With the derived correspondence, we are able to apply suitable
graphical overlays for different financial narratives. For instance,
the narrative ‘VC fundings have risen steadily over the

4. https://my.pitchbook.com/dashboard
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(a) Uptrend

(f) Double-bottom (g) Triple-top

(b) Downtrend (c) Sideways

(h) Triple-bottom

(d) Head-and-shoulders (e) Double-top

(i) Rounding-bottom (j) Cup-with-handle

Fig. 4. The top ten trend vocabularies summarized in the collected financial narrative dataset with their visual patterns.
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Fig. 5. Statistics results on the correspondence between financial vo-
cabularies and graphical overlays. The right shows the correspondence
based on both the statistics and discussions with practitioners.

past decade’, has the subject vocabulary ‘VC fundings’ and the
trend vocabulary ‘risen steadily’ describing change pat-
terns. As such, its default layered chart includes the combination
of highlight, description and trend-line.

4 FINFLIER

The workflow of FinFlier is depicted in Figure 6, which contains
two main modules and an interactive interface. FinFlier takes
a data table and textual content as inputs. Through an LLM-
based narrative segmenter, the textual content is segmented into
narratives according to different subjects. For each narrative,
we leverage a knowledge-grounding LLM in the text-data binding
module (Sect. 4.1) to establish the connection between financial
vocabulary and tabular data. The graphics overlaying module
(Sect. 4.2) generates effective layered charts, taking the derived
correspondence between graphical overlays and financial narrative
into account. We further design an interactive interface to help
users generate and iterate on layered charts with personalized
design preferences (Sect. 4.3).

4.1 Module 1: Text-data Binding
To address the complexity of narrative structures and vocabulary
in financial narratives (Sect. 3.2), we incorporate financial domain
knowledge into the base GPT-3.5 model through a series of prompt
engineering techniques, including:
Output Constraint. LLMs are sensitive to input prompts, tending
to favor certain prompt formats [47] and paraphrases [48]. In
particular, GPT often generates outputs with varied structures,
which are unsuitable for binding with the data and visualization.
It is essential to constrain its outputs to follow specific formats.

Output constraint emerges as a potent technique to exert fine-
grained control over generated responses, aligning them more
precisely with the guidelines and formats [49]. Based on the
derived design space, we create a collection of templates that
encapsulate the output format. By employing these templates,
we transform the text-data binding task into a masked language
modeling problem, wherein specific portions of the template are
marked as masks to be filled by the model. This approach enforces
a predefined structure on the generated content, aligning it with
our intended output format. The structured template can be seen in
Figure 7 (A), where the input tabular data pertains to the change
in real GDP, while the input text describes the change pattern
in GDP, showing a decline followed by a rise during the reces-
sion period. The template includes six objects of ‘ObjectName’,
‘DataName’, ‘Position’, ‘Trend’, ‘Num’, and ‘Text’ as outputs by
the knowledge-grounding LLM. The ‘ObjectName’ corresponds
to the subject in the input text, while ‘DataName’ represents
the column in the data table corresponding to subject in the
given tabular data. ‘Trend’ and ‘Num’ correspond to the trend,
and numerical extracted from the input text, respectively. These
two fields are mutually exclusive and do not have values simulta-
neously. ‘Position’ contains a variable-length array that represents
the starting and ending positions of trend, or the positions of
numerical in the given data table. The utilization of templates
not only constrains the generated content but also guides the
model’s attention toward the relevant components. This increased
focus enhances the accuracy and appropriateness of generated
responses. The corresponding binding result for the template and
more result examples can be viewed in supplementary A.

Chain-of-Thought (CoT). LLMs may struggle on tasks like
recognizing and tasks requiring branching logic [50, 51], because
they are designed to grasp language form, rather than the mean-
ing [52]. In the domain of prompt optimization, the “chain-of-
thought” technique emerges as a transformative strategy to dissect
complex reasoning tasks, bolster the model’s comprehension, and
elevate its response generation capabilities [39]. Our text-data
binding task can be viewed as a reasoning task where the model
needs to populate the template based on the given text and data. So,
we introduce CoT for a more accurate reasoning process (Figure 7
(B)). We collaborate with finance domain experts to identify
the reasoning processes for populating templates, especially for
special change patterns. These reasoning steps are subsequently
integrated into the prompt sequence, guiding the model’s gen-
eration process along a structured path. The detailed reasoning
content filled in an example can be viewed in supplementary
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Fig. 6. FinFlier system mainly consists of two main modules: text-data binding module and graphics overlaying module. FinFlier takes tabular data
and textual content in a financial article as input. It first segments the textual content into narratives. For each narrative, FinFlier then extracts the
template of text-data binding and passes the template to the graphics overlaying module, which outputs a layered chart with layering graphical
overlays. Users can edit the generated layered chart, and continue questioning or feedback errors.
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Fig. 7. An example of the pipeline for text-data binding module. The left part shows the pipeline of text-data binding module, where three approaches
are used to optimize the prompts, including (A) output constraint, (B) chain-of-thought, and (C) dynamic prompt. The template includes placeholders
for the input tabular data (prefix-1), input text (prefix-2), output binding result (prefix-3/6), output reason (prefix-4/5), and (optional) few-shot
examples. The right part shows the actual prompt after filling in the placeholders in the prompt template.

A. Adopting the CoT technique not only improves the model’s
reasoning ability to achieve better text-data binding accuracy, but
also helps users gain insights into the underlying logic and point
out errors in the reasoning process. This interactive feedback loop
fosters a more effective interaction with the model.

Dynamic Prompt. Traditional few-shot prompting can lead to
poor response quality when there is a large divergence between
the provided case and the prompt examples. Furthermore, the
order of providing examples within prompts has been proven to
significantly impact the performance of LLMs [53]. Building on
insights from the evaluation results of LM-BFF [54], we recognize
that the detrimental effects of fixed-order can be mitigated by
dynamically constructing prompts based on semantic similarity
to bridge the gap between examples and input cases and result in
correct responses. To implement this concept, we only sample
demonstrations that are closely related to the input. After the
user enters the text, we retrieve the top-k most relevant prompt
examples from the constructed prompt database and sort them to
create a customized prompt sequence that better matches the user’s
input. In our implementation, we set k as 10. As Figure 7 (C)

shows, for the input ‘GDP change’ case, FinFlier puts an example
about European GDP at the end of the few-shot examples.

The synergy between output constraint, CoT, and dynamic
prompt presents a comprehensive solution to the challenges posed
by the inherent flexibility of large language models. By integrating
these techniques, we craft a financial knowledge-grounding LLM
for text-data binding, which allows FinFlier to provide users with
accurate and contextually relevant binding results.

4.2 Module 2: Graphics Overlaying
The primary component of graphics overlaying is layering graph-
ical overlays, where we use a canvas element placed over the
base chart. This section describes the implementation details
including the default position (Sect. 4.2.1) and color (Sect. 4.2.2)
for each type of graphical overlays. In the end, we describe how
to sequence the generated layered charts to guide users through a
whole financial article (Sect. 4.2.3).

4.2.1 Positioning
Effective positioning of graphical overlays is crucial in enhancing
the clarity and interpretability of generated charts. FinFlier pro-
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Fig. 8. The output of FinFlier conforms to the narrative format. Five automatically generated layered charts present a complete narrative of Japan
Electric Institute’s forecasts for power generation from different sources. FinFlier supports exporting individual layered charts in PNG format, as
well as exporting a sequence of all layered charts according to the narrative sequencing as a GIF file.

vides default position based on heuristics and previous work [9], as
overviewed in Figure 2. When adding marker, label, or description
to charts, the default positions are strategically specified relative to
the chart boundaries and allow subsequent user adjustments. The
default marker is a circle with a radius of 2 pixels and is placed at
the top center of the bar or the data point on the line. The default
label/description, formatted within a rectangle boundary, aligns
with the top edge of the chart and is positioned perpendicular to the
marker. For overall-indicator, we introduce a parallel line plotted
on the chart according to its statistical value (e.g., mean, global
maximum, and global minimum). The corresponding statistic label
is placed above the line and centered horizontally within the chart
area, providing a quick and clear reference point for the readers.

4.2.2 Color
The judicious use of color in graphical overlays is pivotal in
ensuring that the visual elements intended to be highlighted are
indeed prominent and easily discernible. FinFlier provides a
default color palette that aligns with user preferences and enhances
the visual impact of the charts. For the color palette of graphical
overlays, two prevalent methods are commonly employed: high-
lighting elements by desaturating non-highlighted ones, and using
highly saturated contrasting colors to break the Gestalt principle
of similarity [55]. Each method has its merits and is suited to
different graphical techniques. We apply desaturation to color and
background techniques as it prevents the visual confusion that can
arise from an overabundance of colors in the chart. On the other
hand, the use of highly saturated contrasting colors, including red
and black, is particularly effective for graphical overlay techniques
like bounding-box, marker, etc. These colors create a clear visual
break, making the highlighted elements instantly recognizable.
The default colors for each graphical overlay technique can be
overviewed in Figure 2.

4.2.3 Chart Sequencing
The text-data binding module focuses on the recognition of three
distinct vocabularies within the textual content and subsequently
establishes a binding between data and these vocabularies. A
narrative, as we defined, is a segment of textual content that
corresponds to a single subject. Each financial article inher-
ently possesses an implicit narrative sequencing determined by

the sequence where different subjects are introduced. This
sequencing is crucial as it represents the order in which users’
attention shifts in visualization. Within each narrative, the arrange-
ment of trend and numerical values influence the overlays
of the generated layered chart. As illustrated in Figure 8, a
given financial article contains five narratives. The first narrative
“They predict that the renewables will continuously increase and
reach 211 billion kilowatt hours in 2040.” describes the subject
renewables with the trend increase and numerical 211.
The corresponding generated layered chart helps users swiftly
focus on this narrative through layering graphical overlays.

To reflect the narrative sequencing, FinFlier enables to gener-
ate multiple layered charts ordered by the narrative sequence. As
illustrated in Figure 8, the financial article comprises sequential
narratives, with each narrative enclosed within its own layered
chart. The layered charts are sequenced together, providing users
with comprehensive and logically structured financial visualiza-
tions. The array of layered charts can be effectively organized
into a GIF output, facilitating a comprehensive grasp of the
entire financial article. In this way, chart sequencing improves
users’ understanding of the financial narrative details, meanwhile
offering a rapid overview of the entire article.

4.3 Interactive Interface
We design an interface for our system which consists of four
views, as shown in Figure 9: (A) Data Table, (B) Narrative Panel,
(C) Data Chart, and (D) Design Panel. When a user uploads a data
file with its corresponding textual content, the interface presents
these views in a coordinated manner.

In Data Table view (Figure 9 (A)), the corresponding data table
is displayed. Narrative Panel (Figure 9 (B)) displays the annotated
textual content, where the background color of subjects is
added, numerical values are underlined, and trend words are
boxed. Additionally, FinFlier provides the reasoning behind the
recognition in Narrative Panel to assist users in understanding the
basis for the text-data bindings. Data Chart view (Figure 9 (C))
showcases the base chart. Upon selecting a narrative, FinFlier
automatically generates and displays the corresponding layered
chart (Figure 9 (C1)). Below the generated layered chart is a chart
gallery for all narratives (Figure 9 (C2)). For further exploration,
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Fig. 9. The FinFlier user interface includes (A) Data Table that connects data points to the original tabular data, (B) Narrative Panel for natural
language inputs and responses, (C) Data Chart that provides the generated layered chart and narrative overview, and (D) Design Panel that
provides operations for canvas, visual elements and graphical overlays.

Default Layered Chart Design Progress

Output Chart

Component: Description
Action: Drag

Component: Background
Action: Add, Change color

Component: Legend
Action: Drag

Component: Base Chart
Action: Edit

[Description, Trend-line, Highlight]

[Background, Description, Trend-line, Highlight]
A B C D

Fig. 10. Based on the default layered chart, the user can flexibly edit it through Design Panel. In this example, the user (A) Drag the position of
description, (B) Add the background and Change color, (C) Drag the position of legend, and (D) Edit the line width, chart title, and X axis name.
Finally, the user gets a customized layered chart.

users can continue to pose questions about the uploaded article and
they will receive responses in Narrative Panel, facilitating further
analysis. Design Panel (Figure 9 (D)) provides operations of
canvas, chart elements, and graphical overlay techniques, enabling
users to flexibly combine different techniques and customize
visual elements. These coordinated views enable users to quickly
create and iterate financial narratives, and enhance their compre-
hension of the text-chart relationship.

Interactions for text-data binding. FinFlier interface enables
users to engage through natural language in Narrative Panel. After
entering textual content, FinFlier offers two primary operations:

• Editing : When users click on the Editing button, they

can revise the input textual content and subsequently send it
to the system to obtain a new response.

• Deletion : Clicking on the Deletion button removes both
the input content and its corresponding response.

We provide four buttons for user feedback on the text-data
binding results:

• Mark : When users choose the Mark button, they can
select any parts of the response that they believe are in-
correctly labeled or missed in the text-data binding module.
Subsequently, this text-data pair is stored for later expert re-
view. We periodically curate the stored text-data pairs and put
representative examples into our prompt example datasets,
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aiming to minimize similar errors in future interactions.
• Copy . Copy button enables users to copy the system’s

response to their clipboard for easy reference.
• Thumb-up . If a user is satisfied with the response, s/he

can express this sentiment by clicking the Thumb-up button.
• Thumb-down . If the response does not satisfy a user’s

expectations, s/he can click the Thumb-down button and
receive a freshly generated response from the system.

Interactions for graphics overlaying. Once the default layered
chart is generated, the canvas size, visual elements, and graphical
overlays can be adjusted using FinFlier’s Design Panel. Users
can have full control over the canvas size, visual elements for base
chart, and graphical overlays. They can make flexible adjustments,
including altering the color and width of bars, modifying the chart
title, and editing the axis labels. By selecting a combination of
graphical overlay techniques and adjusting their properties, users
can tailor the generated layered chart to align seamlessly with the
currently selected narrative in Data Chart. This flexibility ensures
that the visual representation accurately conveys the intended
narrative. For those seeking a static image (in PNG format) of
the generated layered chart, a convenient Save button located in
the upper right corner of Data Chart (Figure 10 (C)) is available.
With a single click, users can export the layered chart shown in
Data Chart as a static PNG image. Through clicking on the Export
button located in the upper right corner of the interface, FinFlier
allows for the export of static images for each individual narrative
and all narratives as a GIF, preserving the narrative sequencing.

For instance, given a narrative about the Dow Janes Industrial
(.DJI) undergoing a double-bottom pattern, FinFlier identifies
the subject Dow Janes Industrial (.DJI) with the trend
double-bottom, and automatically generates a default layered
chart with a combination of highlight, description, and trend-
line. However, users may have specific preferences for chart
layout. In the default chart, the position of description text is
directly above the trend, which obscures the chart title, and the
legend of chart is located in the top right corner of the chart.
To address this, users can easily drag the description text to a
blank area (Figure 10 (A)) and reposition the legend to the center
of the chart (Figure 10 (C)). Users may also wish to highlight
specific areas of the double-bottom pattern, which can be achieved
by adding background to the current combination of graphical
overlays (Figure 10 (B)). Additionally, they have the option to
edit the visual elements within the base chart (Figure 10 (D)) to
better align with their specific requirements. After customizing the
satisfied layered chart, users can click the Save button to export it
as a single PNG image.

5 EVALUATION

To comprehensively evaluate the effectiveness of FinFlier, we
illustrate examples by the system (Sect. 5.1), conduct quantitative
evaluation for text-data binding (Sect. 5.2), and perform qualitative
evaluation for the system (Sect. 5.3).

5.1 Examples
To evaluate FinFlier’s effectiveness and feasibility in the fi-
nance domain, we illustrate examples within these three analysis
scenarios, i.e., horizontal, vertical, and combined analysis. We
select a financial narrative which details the changes in the new
energy vehicle market over these years, encompassing all three

analysis scenarios. The narrative and corresponding layered charts
generated by FinFlier are presented in Figure 11, with the base
chart shown in the top-left corner.

Horizontal analysis. Narrative 1 presents a typical horizontal
analysis scenario, reflecting the trend declined for the sub-
ject ‘subcompact and below’ from 2017 to 2023. It also
mentions numerical values 30% and 61%. As such, the default
combination of graphical overlays includes highlight, trend-line,
description, label and marker.

Vertical analysis. Narrative 3 and Narrative 5 depict vertical
analysis scenarios. They focus on showcasing specific values
40% for subject ‘midsize-to-large NEVs’ and 0.54 for
the subject ‘compact-size NEVs’. For these two narratives,
the default combination of graphical overlays includes highlight,
marker, label, and overall-indicator. The generated layered charts
help users quickly locate specific data points, facilitating a detailed
vertical analysis.

Combined analysis. Narrative 2 and Narrative 4 introduce the com-
bined analysis scenarios. In Narrative 2, the subject the mix of
compact and midsize-to-large combines data items
from two different columns: ‘Compact size’ and ‘Midsize to
large’. This combined subject corresponds to a value of 70% in
2023, representing the total percentage of the two data values in
this year. Without the assistance of the automatically generated
charts, readers would need to decipher the combined trend by
understanding that it is related to the summation of the values in
both columns for year 2023. They would then have to compare
the heights of bars to mine increased trend. Besides, in Narra-
tive 4, the subject both the subcompact and compact
NEVs combines data items from columns ‘Subcompact and be-
low’ and ‘Compact size’. These two columns all hit 30% in 2023.
With the layered chart, readers can swiftly access all the relevant
information, enabling them to grasp the nuances of the combined
subject in a short time.

5.2 Quantitative Evaluation for Text-data Binding

To evaluate the text-data binding module, we conducted a com-
parative analysis of our knowledge-grounding GPT-3.5 against
two base LLMs: zero-shot GPT-3.5 and zero-shot GPT-4. We
randomly selected 50 financial narratives with labeled vocabu-
laries. Additionally, we performed ablation experiments to assess
the impact of the CoT and dynamic prompt techniques on our
model, denoted as ‘Knowledge-grounding GPT-3.5 w/o CoT’ and
‘Knowledge-grounding GPT-3.5 w/o DP’, respectively. Since the
output constraint serves as the template rather than influencing
the model’s reasoning process, we focused on CoT and dynamic
prompt techniques.
Measures. We employed three evaluation metrics - Precision
(P), Recall (R) and F1-score (F1). They are calculated as: P =
T P/(T P+FP), R = T P/(T P+FN), and F1 = 2 ·(P ·R)/(P+R),
where T P represents true positives, indicating the number of
correctly identified vocabularies by text-data binding module;
FP represents false positives, denoting the number of non-
vocabularies identified as vocabularies; and FN stands for false
negatives, indicating the number of vocabularies present in text
but not identified by module.

Results. As shown in Table 1, our method archives the highest
F1 scores across all three vocabulary types, demonstrating the
effectiveness of the knowledge-grounding LLM in generating
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Question: What is the highest sales proportion of compact-size NEVs?

Base Chart Narrative 1

Narrative 5Narrative 4Narrative 3

Narrative 2

Fig. 11. A sequence of automatically generated layered charts of the sales proportion of NEVs from 2017 to 2023. Each narrative comprises the
subject, numerical and trend words, which are labeled in textual content and displayed in layered charts with default graphical overlays.

credible text-data binding results. Notably, compared to the two
base LLMs, the improvement by knowledge grounding is partic-
ularly evident in the recognizing trend words and numerical
vocabularies. Interestingly, the GPT-4 model achieves the lowest
precision in recognizing numerical values. Through investi-
gation, we found that GPT-4 interprets its reasoning by setting
trend-related values as numerical, which is unsuitable for text-
data binding tasks. This highlights the importance of integrating
domain-specific knowledge into LLMs to enhance their ability to
accurately interpret and bind textual content to relevant data.

For ablation experiments, the performance of Knowledge-
grounding GPT-3.5 w/o DP appears to perform worse than base
LLMs, suggesting that simply providing various examples during
prompt engineering does not necessarily improve result accuracy.
This comparison underscores the potential of using dynamic
prompt techniques to enable LLMs to learn from more relevant ex-
amples and produce higher-quality results. Knowledge-grounding
GPT-3.5 w/o CoT also underperforms our model, and the lack of
reasoning may reduce user confidence in our results.

Nevertheless, our text-data binding module also faced some
failure cases as LLM-based methods encounter hallucination -
generating incorrect or unfounded information [56].

1) Unable to handle the conversion of units between data and
text. For example, given the text ‘The bank balance in
July 2023 is also much lower than CNY 679 billion
a year earlier and CNY 3.05 trillion in June.’, the
numerical CNY 3.05 trillion was not recognized.
Through checking, we found that the unit is ‘CNY Billion’,
and ‘CNY 3.05 trillion’ corresponds to the value ‘3050.0’.

TABLE 1
Performance comparison between our knowledge-grounding model

with other models on financial vocabulary identification

Subject Trend Numerical

Zero-shot
GPT-3.5

P 0.8921 0.9130 1.0000
R 0.9615 0.8077 0.6364
F1 0.9091 0.8571 0.7778

Zero-shot
GPT-4

P 0.9259 0.7667 0.9048
R 0.9615 0.8846 0.8636
F1 0.9434 0.8214 0.8837

Knowledge-grounding
GPT-3.5 w/o CoT

P 0.8929 0.8846 0.9000
R 0.9615 0.8846 0.8182
F1 0.9259 0.8846 0.8571

Knowledge-grounding
GPT-3.5 w/o DP

P 0.800 0.8400 0.8571
R 0.9231 0.8077 0.8182
F1 0.8571 0.8235 0.8372

Knowledge-grounding
GPT-3.5

P 0.8966 0.9565 1.0000
R 1.0000 0.8462 0.8636
F1 0.9455 0.8980 0.9268

2) Recognize the numerical that is not in the data table incor-
rectly. For example, given the text ‘The unemployment
rate in France inched up to 7.2% in the second quarter
of 2023 from 7.1% in the previous quarter, and the highest
since Q4 2022, as the number of unemployed people in-
creased by 19 thousand to 2.2 million.’, the numerical 19
was incorrectly recognized, which is not in the data table.

3) Recognize non-subject words as subject. For ex-
ample, given the text ‘Lithium industry experts pre-
dict a rising trend in installed wind and PV
capacity (GW), which is expected to reach 1,200 GW
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and reach a 25% energy percentage.’, ‘Lithium industry
experts’ was incorrectly recognized as a subject, but it is not
the subject in this narrative.

5.3 Evaluation for FinFlier System
5.3.1 Evaluation for Graphics Overlaying Module
Participants. We recruited 18 participants (8 females, 10 males)
aged 20 to 34. Before the study, we collected participants’ basic
information through a questionnaire. To demonstrate FinFlier is
useful for users from different backgrounds, we enrolled seven ex-
perts having experience in storytelling and interactive visualization
system development (E1 - E7), five novices with only experience
in using visualizations in reports or courses (N1 - N5), and six
users who only read and use simple financial charts (N6 - N11).
Setup and Procedure. To evaluate the graphics overlaying mod-
ule, we focused on participants’ assessments of automatically
generated layered charts. We showed participants 10 sets of
alternative narrative visualizations:

• Side-by-side interplay without visual linking. The method is
common in systems like Calliope [18] for data stories and
AutoTitle [57] for automating generating titles.

• Side-by-side interplay with visual linking. The method lever-
ages visual cues like lines or colors to connect corresponding
components in juxtapositioned charts and texts, adopted in
systems such as CrossData [6] and DataTales [8].

• Layered charts with graphical overlays. The method is
employed in systems like Contextifier [10], ChartText [5],
LTV [16], and our FinFlier. In comparison to previous sys-
tems, our FinFlier generates more comprehensive graphical
overlays dedicated for financial narrative visualizations, fa-
cilitated by the thorough examination of the correspondence
between graphical overlays and financial narratives.

Specifically, the layered charts with graphical overlays were
automatically generated by our system without any user re-
finement. Then, we manully produced the other two alternative
narrative visualizations, using the same chart type and annotated
texts by referring to the layered charts. Some of the examples are
presented in supplementary B.
Measures. We used a 5-point Likert scale ranging from 1 (least
favorable) to 5 (most favorable), to gauge the quality of these re-
sults across three key dimensions: understandability, engagement,
and comprehensiveness. Understandability pertains to whether the
layered charts and baselines are easy to understand; Engagement
evaluates whether the layered charts and baselines are visually ap-
pealing and stimulating, encouraging users to explore and interact
with the charts; Comprehensiveness assesses whether the charts
effectively convey information behind the textual descriptions and
tabular data. Participants were prompted to consider whether the
charts comprehensively represented the data and vocabularies,
thereby enriching the understanding of narratives.

After assigning ratings, participants were invited to provide
qualitative feedback explaining their ratings. Additionally, they
were asked to identify the chart they found clearest and the one
they found least clear, shedding light on specific strengths for
improvements within FinFlier. These evaluations and user insights
form a critical component of the comprehensive assessment of
graphics overlaying module, offering valuable feedback for its
refinement and optimization.
Results. Participants’ ratings of the automatically generated lay-
ered charts with alternative visualizations are shown in Figure 12,

Understan-
dability

Side-by-side w/o Linking Side-by-side with Linking
Mean  SD

5 3.61


2.44

3.72

4.33

3.83

4.50

4.89


4.83


5.00


1.09

0.78

0.83

0.68

0.51

0.62

0.32

0.38

0.00

5

5

Engagement 5

5

5

Comprehen-
siveness

5

5

5

Graphical Overlay

1

1

1

1

1

1

1

1

1

1 32 54

Fig. 12. Ratings of the generated layered charts compared with alterna-
tive visualizations. Distributions of the ratings are shown on the left while
the means and SDs are shown on the right.

with error bars indicating means and standard deviations (SDs) of
understandability, engagement, and comprehensiveness. Overall,
the automatically generated layered charts were preferred by par-
ticipants, followed by side-by-side interplays with visual linking,
and the ones without linking. In detail, the results showed that
the layered charts generated by FinFlier were generally well-
received by the participants, with a mean score of 4.89 (16/18
participants rated it 5) for understandability, 4.83 (15/18 partici-
pants rated it 5) for engagement, and 5 (all participants rated it
5) for comprehensiveness. For engagement, side-by-side interplay
without visual linking got the lowest score, with a mean of 2.4
(SD=0.85). Seventeen participants gave it a rating of less than
4, indicating that appropriate visual annotations would encourage
users to explore narrative visualizations.
Findings. When comparing with the basic side-by-side interplay,
participants praised the generated layered charts and emphasized
the distinct advantages of engagement and comprehensiveness
with layered charts over basic side-by-side interplay. Especially
concerning cases involving complex trend in horizontal anal-
ysis, participants with financial background expressed a strong
preference for generated layered charts. For instance, N6 rated
the understandability of original charts with 1, because “When
reading stock market reports, the greatest challenge is pinpointing
the location of the specific trend in chart, such as ‘triple top’.
I had to examine charts featuring ‘resistance’ and ‘neckline’
lines to confirm the existence of this pattern. However, using
FinFlier, I could directly get the highlighted area corresponding to
‘triple top’, making the reading process convenient.” In addition,
participants mentioned that the default generated layered charts
returned by FinFlier are acceptable. “The default ones are simple
but keep me focused on the key information” (N9). Conversely,
the layered charts are better than baselines, “especially if the text
contains long financial vocabulary” (N11). The feedback indicates
that the automatically generated layered chart is helpful to assist
in understanding financial narratives.

5.3.2 Evaluation for Interface and Interactions

Setup and Proceduce. The same 18 participants were also invited
to participate in the evaluation for interface and interactions. In this
study, we first introduced the workflow of FinFlier, then instructed
the participants to familiarize themselves with the system. Finally,
the participants were allowed to explore and use FinFlier freely.
They could upload a data file with corresponding text, select
and edit the layered charts to get satisfactory designs. If they
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wanted to explore more, they could ask questions in Narrative
Panel directly and got the answer with the corresponding layered
chart. Finally, the participants could export a GIF file to record text
with corresponding layered charts in the narrative order. After the
exploration process, we invited the participants to rate the usability
of FinFlier and the quality of automatically generated layered
charts on a 5-point Likert scale. After that, we conducted semi-
structured one-on-one interviews with the participants to collect
their comments and suggestions about our system. The study for
each participant lasted for about 40 minutes.
Measures. For the evaluation of interface and interactions, we
focused on the critical aspects of usefulness, ease of use, and
ease of learning. Usefulness assesses whether FinFlier effectively
supports participants in achieving their goals of getting appropriate
layered charts. Ease of use gauges the user-friendliness of the
system’s interface. Participants rated how effortless and intuitive
it was to use the system and perform their intended actions. Ease of
learning examines the FinFlier’s accessibility to new participants.
It assesses how quickly and efficiently participants believed that
they could be proficient with the system and its functionalities.

R
at

in
g

FinFlier

1

2

4

3

5

0

Usefulness Ease of 
Use

Ease of 
Learning

Results and Findings. Participants rated the
system from three different criteria, with the
results shown on the right. They appreciated
the usefulness (mean=4.61, SD=0.61), ease
of use (mean=4.72, SD=0.46), and ease of
learning (mean=5, SD=0) of FinFlier, il-
lustrating that FinFlier offers an intuitively
designed interface and interactions. Specif-
ically, all participants (18/18) rated 5 on
ease of learning, indicating they were able to effectively use the
interface after being presented with some case examples.

While experiencing the system freely, they found that “The
process of generating the default layered charts is simple, and
the Design Panel is very familiar. The entire interface has no
learning costs” (E3). “A combination of labeling in text, high-
lighting in data table and layered charts could greatly complete
the understanding of financial narratives.” (N5). For ease of use
of FinFlier, most participants (13/18) rated 5 on ease of use of
FinFlier. They expressed that it is easy for them to edit the layered
charts and generate satisfactory results: “The system is easy to
get started because what needed to do are asking questions and
clicking buttons” (E1). Furthermore, some participants expressed
valuable insights into potential aspects for system improvement.
For instance, E2 expressed a desire to support a variety of input
file formats. Some participants also suggested that the output in
the form of data videos could better capture user attention.

6 DISCUSSION

Reflecting on the results of the evaluation, we discuss the limita-
tions of the current methods and explore potential directions for
future research. It also extends to broader considerations, includ-
ing improving LLMs for text-data binding, as well as facilitating
user engagement in narrative visualizations.

6.1 Limitations and Opportunities
Layered Chart Corpus. Our layered chart corpus integrates
sources from both practical applications and academic research. It
offers a comprehensive collection, with a balanced representation
of layered charts from diverse sources, supporting the correspon-
dence between graphical overlays and financial narratives. To

further enhance its comprehensiveness and diversity, future expan-
sions could incorporate additional sources such as Yahoo Finance,
Wind, and Bloomberg. For instance, Bloomberg’s insight articles5

often feature black-background layered charts generated through
Bloomberg Terminal. Nevertheless, integrating new sources will
demand significant manual annotation efforts. This labor-intensive
process introduces inherent limitations, as some layered charts
may have been inadvertently excluded, potentially leading to
biases in chart distribution [58]. To address these challenges, the
development of auto-labeling tools and collaborative contributions
from the visualization community will be essential.
Expanding Chart Types and Graphical Overlays. The current
work focuses on four basic chart types that cover a substantial por-
tion of analysis scenarios within financial narrative visualizations,
as most financial narratives are related to time-series data, which
is effectively displayed by the four chart types. However, certain
cases may necessitate a broader range of chart types to achieve
optimal narrative effects. We anticipate expanding chart types,
including pie charts, scatterplots, and others. Simultaneously, we
intend to expand our survey into graphical overlays for different
charts, such as colored regions or partition lines in scatterplots, to
facilitate the comprehension of clustering patterns.

This also presents new opportunities for a comprehensive un-
derstanding of graphical overlay techniques. A promising avenue
for future research is the systematic exploration of the advantages
and limitations of each type or combination of graphical overlays,
particularly when applied across diverse scenarios. For instance,
combining multiple overlays might enhance data comprehension
but potentially introduce visual clutter, thereby reducing overall
interpretability. Similarly, adding Trend-line might aid in locating
trends in data but may be less effective in high-density multi-
line charts. A deeper examination of these trade-offs could inform
guidelines for choosing appropriate overlay techniques tailored to
specific tasks, user expertise, or visualization complexity.
Expanding Financial Narratives and Data Tables. The current
system only supports the input of a single data file along with
its corresponding textual content. However, data-rich financial
documents often consist of multiple complex data tables and
long textual content. During the user study, E2 expressed that
“it would be convenient if I could upload a file with multiple
tables and textual contents, and the system generates layered
charts for me directly.” The functions can be found in Elastic
Documents [29], which supports a variety of input file formats
and offers multiple candidate data tables to help users understand
the full text. Nevertheless, enabling more data tables and longer
narratives is more challenging, due to the limitation posed by the
token limit of LLMs. In the following studies, we aim to expand
the system’s capabilities to accept complete financial documents
as inputs by leveraging fine-tuned LLMs or training an LLM with
a localized financial knowledge base.

Besides, to test how their sizes affect the accuracy of our
model, we conducted controlled experiments with varying input
sizes. We started with a data table containing 2 columns and 20
rows, accompanied by textual content with a numerical value.
Next, to evaluate the impact of table size, we randomly added new
rows and columns to the original tables while keeping the text
length constant. Figure 13 depicts the results between the input
table size and the accuracy of our method, indicating a decrease
in accuracy as the table size increases. Notably, increasing the

5. https://www.bloomberg.com/professional/insights/
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Fig. 13. The accuracy of our knowledge-grounding LLM with different
input table size.

number of columns has a greater impact than increasing the
number of rows, leading to difficulties in locating data within the
tales. The results are consistent with existing studies revealing
that the LLMs face difficulties in dealing with large tables [44].
To assess the impact of text length, we add irrelevant text to the
beginning and end of the original textual content while keeping the
data tables unchanged. We did not observe an obvious decrease on
accuracy when text size increases, likely due to the powerful text-
processing capabilities of LLMs. In future work, to apply FinFlier
to more data-rich scenarios, we plan to incorporate program-aided
methods (e.g., [59]) or new tabular representations (e.g., [14]) to
achieve robust text-data binding.

6.2 Improving LLMs for Text-data Binding

LLMs are powerful and versatile, offering significant flexibil-
ity in handling ambiguous text compared to traditional NLP
methods [51]. Our work capitalizes on the advantages of LLMs
to achieve impressive results with few prompt examples and
optimization methods. Despite this, issues such as mismatches
in text-data binding and hallucination persist. These challenges
occasionally lead to errors in generated responses, impacting the
precision of text-data binding and subsequent graphics overlaying.
To mitigate the problem, we have implemented a feedback loop
in the current pipeline. Users can provide feedback on system-
generated responses, and if they find the results unsatisfactory,
they can click on the Thumb-down button to request a regenerated
response. However, this iterative refinement mechanism cannot
completely eliminate inaccuracies or omissions. Addressing open-
ended questions and unsummarized patterns may exacerbate hal-
lucination risks [56]. To extend FinFlier’s capabilities to provide
more accurate and context-aware responses in financial narrative
visualizations, promising strategies include refining LLMs through
domain-specific fine-tuning, incorporating external knowledge
bases [60], and leveraging multi-agent debate mechanisms [61]
to validate reasoning and enhance reliability. Future iterations
of FinFlier could explore integrating such methods to further
enhance the quality and relevance of responses in more general
financial narratives.

This work has distilled three types of vocabularies: subject,
trend, and numerical in financial domain. During interviews,
N1 and N7 pointed out that “the text-data binding in Narrative
Panel played a significant role in the understanding of narrative
structures, especially long complex vocabularies.” It suggests that
our knowledge-grounding LLM-based text-data binding module
has the potential to extend its applicability beyond the field of
finance. For instance, in the medical domain, with a few prompt
examples, it could assist in identifying and labeling lengthy,

domain-specific terms. When encountering content that users
cannot understand, users can directly pose natural language ques-
tions and receive responses in Narrative Panel. This adaptability
positions our text-data binding module as a versatile tool with
broader applicability across diverse knowledge domains.

6.3 Facilitating User Engagement in Narrative Visual-
ization

This work focuses on graphical overlays which are effective in
conveying insights and context in financial narrative visualiza-
tions. Although the automatically generated layered charts were
preferred by participants over baselines in user studies, five partic-
ipants (E1, E4, N2, N4, and N10) noted that “compared with static
layered charts, there is potential for data videos to further improve
the comprehension and engagement of complex narratives.” They
suggested that incorporating animation can be beneficial, allowing
for the removal of unnecessary visual elements or the merging of
related elements, which may facilitate user engagement compared
to static visualizations. Our system lays a solid foundation for
exploring data videos in financial domain. The following research
may include animations, videos, or interactive elements that can be
seamlessly integrated with FinFlier. We anticipate that animation
techniques will be particularly valuable when addressing complex
analyses and engaging diverse audiences, thus requiring further
exploration in future research.

7 CONCLUSION

In this paper, we present a novel system, FinFlier, which leverages
a knowledge-grounding LLM to automate graphical overlays for
financial visualizations. Based on the summary of commonly used
graphical overlays and financial narrative structures, we design
two core modules for the system, namely text-data binding and
graphics overlaying. The text-data binding module enhances the
LLM-based connection between financial vocabulary and data
table through advanced prompt engineering techniques, including
output constraint, CoT and dynamic prompt. The graphics over-
laying module generates effective layered charts, considering nar-
rative sequencing and correspondence between graphical overlays
and financial narratives. We further develop an interactive visual
interface that supports natural language interactions and allows for
the flexible configuration of graphical overlays. Users can seam-
lessly leverage the system to quickly explore financial narrative
visualizations, and create and iterate on the corresponding layered
charts. Furthermore, we conduct case studies covering three types
of financial analysis: horizontal analysis, vertical analysis and
combined analysis to demonstrate the applicability of FinFlier to
financial narrative visualizations. Feedback and ratings from users
confirm the feasibility and effectiveness of FinFlier and high qual-
ity of automatically generated layered charts. Our open-sourced
corpus, code, and examples would promote future research for
financial narrative visualizations and graphical overlays.
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